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Abstract-An experimental study was conducted of coupled heat and mass transfer during unidirectional 
solidification of a binary solution with solute exclusion. This paper reports microscopic scale measurements 
of the two-dimensional solute concentration field for a freezing protocol that results in uniform cellular 
phase interface morphology. Densitometric analysis is used to evaluate solute concentration profiles in 
spatial and temporal coordinates for both the intercellular space and at the advancing liquid-solid interface 
along forward and lateral vectors. In conjunction with simultaneous temperature field measurements 
reported in a companion paper, the magnitude of constitutional supercooling is evaluated and compared 

with interface stability models available in the current literature. 

INTRODUCTION 

IN AN accompanying paper [I], the experimental 
apparatus and procedures for studying coupled 

microscopic heat and mass transport phenomena dur- 
ing solution solidification and the resulting heat trans- 
port measurements are presented. The work was car- 
ried out on a specially designed cryomicroscope stage 
[2] that enables controlled unidirectional freezing of 
liquids. In the present investigation a binary solution 
of water and sodium permanganate, which has ther- 
mophysical properties similar to a typical physio- 
logical medium, was studied. This test system has been 
demonstrated previously [3] to be quite useful in the 
experimental simulation of solidification processes in 
physiologically representative solutions. Sodium per- 
manganate has a diffusion coefficient in water nearly 
identical to that of sodium chloride [4] and a similar 
equilibrium phase diagram [5]. In addition, it has a 
large absorption coefficient in the visible light 
spectrum, making it suitable for densitometric analy- 
sis ofconcentration [4,6]. By varying the initial system 
chemical composition and the thermal boundary con- 
ditions on the stage, the phase interface morphology 
could be controlled to provide either a planar front 
or a periodic cellular front, in both cases with a time- 
varying interfacial velocity. A cellular morphology 
caused a two-dimensional concentration field due to 
the combined effects of solute exclusion from the solid 
phase and diffusion in the liquid phase. 

The objective of this paper is to present and analyze 

multi-dimensional concentration field data for a given 
interface morphology as obtained with this novel 
apparatus. The pertinent temperature data from the 
heat transfer portion of the experiment are also pre- 
sented to allow examination of interface stability 
criteria. Data for other solidification protocols are 
documented in ref. [3]. 

EXPERIMENTAL APPARATUS AND ANALYSIS 

Cryomicroscopic stage 
The low temperature light microscope and its per- 

formance characteristics stage for solidification ex- 
periments have been described in detail previously 
[2] and will be discussed only briefly here. The speci- 
men chamber containing the solution is 12 mm square, 
and has a depth in the direction of the microscope 
optical path of about 25 pm. The top, bottom, and 
sides of the chamber were fabricated of temperature 
low-conductivity plastic and the two ends of large 
copper blocks. An array of thermocouples was 
installed on the bottom surface of the chamber to 
record the temperature field along the primary heat 
Row vector. The copper block at the warm end of the 
chamber was held at ambient temperature. whereas 
the opposite block was cooled via a refrigerated 
stream of dry nitrogen gas circulated through an exter- 
nal liquid nitrogen heat exchanger and then an inter- 
nal flow channel. The freezing protocol was effected 
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NOMENCLATURE 

d dimensionless parameter, see equation AT, freezing range of a solution [K] 
(17) 21 atomic volume [mJ] 

c specific heat [J g- ’ K- ‘1 V velocity [m s- ‘1 
C concentration [wt%] Y coordinate position normal to the 
v dimensionless concentration primary growth direction of the 
AC supersaturation [wt%] interface 

d, capillarity distance [m] g dimensionless position normal to the 
D solute diffusion coefficient [m’ s- ‘1 primary growth direction of the 
/(9) functional of 8, P&let number interface. 
G solute or temperature gradient 

[wt% m- ’ or K m-‘1 Greek symbols 
3 generalized temperature gradient a thermal diffusivity [m’ s- ‘1 

[K m-‘1 Y surface tension, or free energy [J m- ?] 
4e dimensionless parameter, see equation partition coefficient 

(18) ; interface perturbation wavelength [m] 
4 Mullins-Sekerka stability parameter A diffusion mixing length [m] 

[K m- ‘1 P tip radius of curvature [m] 
k thermal conductivity [W m- ’ K- ‘1 0 stability parameter 

A, Boltzmann’s constant [J K- ‘1 7 dimensionless time. 
K dimensionless curvature of interface 
e characteristic length [m] Subscripts 
L latent heat of fusion per unit volume C Capillarity 

[J m-‘1 e equilibrium 
m slope of liquidus line on phase diagram h heat 

[K (wt%) - ‘1 if interface 
:M(B) see equation (20) 1 liquid 
/V(9) see equation (21) m melting 
9 Pellet number, see equation (4) pd phase diagram 
R approximate experimental tip radius S solid 
AS volumetric entropy of fusion [J me3 K- ‘1 t tip 
T temperature [K] U solute 
AT supercooling [K] cc far-field state. 

by a microprocessor-based proportional temperature 
controller [7]. The input signal was obtained from a 
thermocouple mounted at the interface between the 
cold block and the specimen chamber. The electric 
resistance heater was integral to the cold block so as 
to balance the magnitudes of simultaneous heating 
and cooling. This method enabled the rate of tem- 
perature change to be regulated independent of ab- 
solute temperature. 

Examination of the thermal field has shown it to 
be one-dimensional within small tolerances. This was 
confirmed by the uniformity of the phase interface in 
the spanwise direction. The thinness of the chamber 
along the optical axis, 25 pm, plus the presence of 
integral insulating layers above and below, act to 
minimize three-dimensional effects at the interface, as 
verified under many operating conditions by scanning 
the microscope focal plane vertically through the 
specimen during freezing. 

Data acquisition 
The arrangement of apparatus components that 

comprise the experimental facility are depicted in Fig. 

1. The temperature data were acquired simultaneously 
with the mass concentration data via combined video 
microscopy and thermocouple monitoring. Tempera- 
ture readout from an array of sensors was per- 
formed typically at 6 s intervals over the duration of 
an experiment that could last as long as 1 h or more. 
The concentration information was extracted from a 
series of micrographs obtained by computer pro- 
cessing of recorded video camera data. During an 
experiment, the solid-liquid interface was kept in the 
center of the microscopic field of view by traversing 
the stage at the same speed but in the opposite direc- 
tion to the interface motion. Interface position was 
recorded directly from a position sensor mounted on 
the moving stage. 

The microscope optics were set up for a total mag 
nification of 125 power, and the image was diverted 
by a beam splitter to incorporate both 35 mm camera 
photography and video camera recording. The video 
system was equipped with a digital time/date gen- 
erator so that temporal data could be superimposed 
onto the visual record with fO.l s accuracy. Serial 
images were digitized on a Colorado Video CVI 274 
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FIG. 1. Functional arrangement of the apparatus components for performing digital densitometry of 
aqueous solutions frozen on a light cryomicroscope stage to measure the two-dimensional transient solute 

concentration fields. 

frame grabber and two-dimensional densitometric 
analysis was performed on a Grinell GMR-270 inter- 
active color graphics and image processing system 
coupled with a VAX 1 l/780 computer. 

Concentration measurement 
Micrographs were digitized and stored as a two- 

dimensional array of 5 12 by 5 12 pixels, with eight bits 
of gray level information ranging from 0 to 255. For 
contour plotting the image was reduced to a 102 by 
102 array by simple averaging of adjacent five pixel 
blocks resulting in a reduction in random electronic 
signal noise. The data was presented as a plot of 
isointensity contours, which were then converted to 
isoconcentration contours based on calibration trials. 
This data reduction procedure was also used to 
perform a qualitative analysis of the phase front 
morphology. 

crystals in distilled water and repeated filtering to 
remove residual solid phase solute. The stock solution 
was then serially diluted with water to obtain the 
desired working mixtures. Concentrations of these 
mixtures were determined by two methods : titration 
and osmometry. The freezing point depression 
measurements were performed on an Advanced 
Instruments model 3R osmometer as the primary 
means for assessing solution composition, with 
titration [8] used as a secondary check. In general 
there was an agreement within I. 1% between the two 
methods for an operating range of 04000 milli- 

The optical system was calibrated to convert densi- 
tometric measurements of gray level intensity into 
values of solute concentration. Calibration exper- 
iments were performed on control specimens of uni- 
form thickness (equal to that of the freezing chamber) 
sodium permanganate solutions varying from zero to 
approximately the eutectic composition of 41.4 wt% 
[S]. The micrographs were digitized and the resulting 
mean intensities determined over the entire image. 
The values were then used to create the gray level vs 
solute concentration curve shown in Fig. 2. The curve 
demonstrates an exponential function that resembles 
the thPnr&r~l RPrr’r law fnr ahrnmtanw ~nrl tr~nr_ --.- -..__._..__. I”.,. ” . ..I. *.,. ..Y”“.~....‘~~ U..... ..Y..L_ 

mittance. 

FIG. 2. Calibration curve of sodium permanganate con- 
centration as a function of digitized gray level from video 
micrographs. The data points were obtained for uniform 
solutions of incremental solute concentrations suspended in 
a constant thickness chamber corresponding to that of the 
cryostage on the light microscope under standard illumi- Test solutions were prepared from an initial mixture 

of about 40 wt%, formed by dissolving NaMnO, 
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osmol for calibration against standard solutions of 
known composition. 

Concentration profiles were measured from the 
* . ..^ _I:-_-“:___, __^.. ,_.._I _^_ _,___ ..__.___ L .*,. LW”-“IIIICllbl”Ilii‘ gray KKl map a,vng “ecL”n DUL” 
normal and parallel to the direction of phase front 
growth. The vectors were arranged as a grid com- 
prised of five lines parallel to the growth axis between 
the cell centerline and the intercellular midline, and 
five lines extending laterally from the basal plane of 
the intercellular region to a location well past the cell 
tips. Morphological parameters of the phase interface 
were also calculated, including the average cell cross- 
sectional area, cell length to breadth aspect ratio. cell 
axis angle, and intercellular spacing. Special computer 
vision software was developed to isolate the inter- 
face and compute many of the morphological pa- 
rameters [9]. 

The array forming a network of gray level inten- 
sities along given vectors in the image was converted 
to the equivalent concentration, and a least-squares 
cubic-spline curve was fit to the data for subsequent 
analysis. Particular attention was directed toward 
determination of the transient location of the phase 
interface, as well as the build-up of a layer of con- 
centrated solute preceding the advancing front. Data 
from the axial and lateral concentration profiles and 
gradients were applied to evaluate lateral solute seg- 
regation, interface stability, and constitutional super- 
cooling. 

Experimental uncertainty in the measured position 
of the isoconcentration contours is estimated at + IO 
pm. Local concentrations were determined within 
f0.5 wt% X1, .L._ . L.Y. ., in thP A;l,,t~ .nl,,tinn woinn which .,“,Y.,“.. ‘-*.V’., I.... vs. 

increased to k2.5 wt% in the vicinity of the eutectic 
point. 

RESULTS AND DISCUSSION 

Solute concentration analwis 
Solution solidification experiments were conducted 

for ” *GAP l..3”“P nt- f*‘w~;"" rrrntnonl. tn nrnAl,r* LL WIUC LLLil5b “L ll**L1,16 yI”l”c”lJ L” p.vuu.-* 
both planar and cellular interface morphologies, from 
which hundreds of micrographs were prepared for 
computer analysis. The data selected for processing 
in the present study were representative of a variety 
of freezing patterns. The processing sequence applied 
to derive two-dimensional concentration data from 
the micrographs is illustrated in this section for a 
single micrograph that is typical of the data generated 
on the cryostage. The micrograph is selected from the 
data set subjected to thermal analysis in the com- 
panion paper [I]. 

The experimental trial was conducted for manipu- 
lation of boundary conditions to effect a transition 
from planar to cellular interface morphology. A digi- 
tized micrograph of the phase interface, obtained by 
digital processing of a video image, is shown in Fig. 
3. The micrograph depicts a regular, symmetrical 
cellular shape that is biased slightly clockwise from 
the primary growth vector (which is oriented hori- 

zontally in the fiprr). The very thin cross-section 
of the cryostnge and the insulated upper and lower 
surfaces act to insure that the geometry of the phase 
C~_ . . ‘_ ~~ rronr 1s essentiaiiy two-dimensionai. with minimai 
variation in temperature and concentration along the 
optical axis. 

A simple contour fitting algorithm was applied to 
the two-dimensional gray level map to obtain iso- 
intensity patterns at specified inten-als. An example 
of the resulting isoconcentration map is illustrated in 
Fig. 4. As in a topographical drawing, the density of 
the contour lines is in direct proportion to the local 
concentration gradient and also indicates a vector 
direction of the gradient. The shape of the con- 
centration contours seen in Fig. 4 bears a clear resem- 
blance to the phase interface in Fig. 2. The profiles in 
Fig. 4 are plotted as lines of constant gray level; 
however, the contours labeled 100 and 120 represent 
the region identifiable as the solid-liquid phase change 
zone. The gray level at the cell tip can be converted to 
a concentration value of about 7.1 wt% by inter- 
polation of the calibration curve in Fig. 2. The solute 
concentration in the region ahead of the cell tips 
decreases to the background level with distance from 
the interface. 

Quantitative analysis of the concentration dis- 
tribution in two dimensions involved convolving a 5 
by 5 grid for pixel aLeraging onto a defined image 
area of interest to reduce the spatial resolution of 
the data. The area was selected to extend from an 
intracellular center axis to an adjacent parallel inter- 
cellular axis, and from the basal plane of the cellular 
rtr~tirt~~r~ tn I Inr~lc in the melt hevnnd the reoinn nf . ..LUIL...% L” Y .“I..., . . . I.._ . .._.. --_,.,.... . .._ .-=.“.. “. 
solute accumulation. Figures 5-7 present intensity 
and concentration vs position plots along various grid 
axes for the subject data. Figure 5 is a typical profile 
of gray level intensity along a vector located midway 
between two cells in the direction of the interface 
movement. A least squares cubic-spline curve is fit to 
the data. 

Prnfilc=r nf cnl,,tF. mnrPn~rat;ml alnno narnlbl “Cc-. 1 ,“,,,U., “a .,“I&.&., _“.1__ . . . . . ...“.. ‘,“..D r....-..-. .-_ 
tors passing through intercellular and intracellular 
midpoints in the direction of the interface growth are 
shown in Fig. 6. The effect of solute exclusion from 
the solid phase is seen clearly in the abrupt dis- 
continuity in the concentration along the intracellular 
profile. The concentration of solute is essentially zero 
within the solid phase. and shows a near step increase 
in the boundary region of the liquid melt where 
rejected solute accumulates. It then decreases to the 
far-field valve associated with solute diffusion away 
from the advancing phase front. The intercellular pro- 
file shows the distribution of solute in the liquid phase 
trapped between the adjacent growing ice cells. There 
is a build-up of solute toward the basal plane. AS the 
temperature decreases more of the water is seques- 
tered into the solid phase and the intercellular liquid 
solution channel becomes progressively narrower. 
With advancing position toward the tip region the 
concentration decreases. Eventually. the intracellular 
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FIG. 3. Digitized rn~~ro~ra~h of the phase front of a 2. Ib% aqueous sodium permanganate binary solution 
demonstrating a cellular interke morphology. The lofat solute concentration is indicated by the refatiw 

gray level of the image, and can be observed in two dimensions in the region of the interface. 

and intercellular profiles become nearly identical at a 
position equal to a few tip radii ahead ofthe interface, 
and then continue to decrease in the Far field ap- 
proaching the initial melt composition. 

Lateral concentration data along wxxs parallel to 

the basal plane are presented in Fig. 7. In this figure, 
the concentration gradient in the intercellular space is 
quite evident. Data are presented for five positions, 
with the first three between the basal plane and the 
tips and the remaining two in the &id region. For the 
intercellular data the concent~~tjon is highest along 
the solid-liquid boundary and it diminishes as the 
intercellular centerline is approached and then rises 
again, reflecting the periodic cell spacing and verifying 
that the solute diffusion process has a significant two- 
dimension~i character. Lines 4 and 5 represent the tip 
and far-fietd region where the spanwise gradients in 
concentration have diminished and the concentration 
is dropping towards its initial liquid concentration 
value. 

Numerous models for steady-state growth of phase 
interfaces have been developed in recent years, as sum- 
marized by Glicksman et crl. [IO]. A common feature 
among the theories foIfows after Isantsov fll] that 
a dendrite is assumed to grow as a paraboloid of 
revolution along its axis, and ta maintain an iso- 
thermal solid-liquid interface, or surface. For the 
present experiments, assuming that equilibrium phase 
change conditions prevaif at a steady growth rate, an 
isothermai surface will be associated with each of the 
isoconcentration profiles identified in the previous 
figures. Coupling between the thermal and con- 
centration fietds occurs via the liquidus curve on 
the the~odynanl~c equiljb~um phase diagram for 

sodium ~ermaI~ganatc and water binary solutions, as 
described in ref. [j], A solute concentration of 7.1 wt% 
measured at the trading edge of the phase interface 
in Figs. 3 and 4 corresponds to a temperature on the 
Iiquidus curve of - I .7 -C, which is in close agr~ment 
with the interface temperature determined by the 
complementary thermal analysis procedure for the 
same data set [l]. 

A number of phenomena may contribute to the 
development of a tem~rattire at the interface that 
differs from the equilibrium phase change value of the 
melt at the initial uniform composition, which is often 
described in terms of a supercooling effect. Coupling 
between the heat and mass transfers is related not only 
to the temperature and solute concentration relation- 
ships defmed by the thermodynamic phase diagram, 
but also is involved with dimensions and morphology 
of the growing boundary between the solid and liquid 
phases. Experimental protocols provide specific data 
describing these three cfasses of parameters (thermal, 
chemical and mo~holog~ca~~, and it is desirable that 
analysis shouId present a general description of the 
data owing to fundamental principles and appropriate 
kinetic phenomenological relations. 

The array of thermocouples embedded in the stage 
at discrete positions afford a continuous measure of 
the interface temperature and the temperature gradi- 
ent during freezing trials. This thermal data, in com- 
bination with two-dimensional measurements of the 
concentration field in the region of the solid-liquid 
interface. provide the basic data for dete~ination of 
the degree of supercooling (or urzd~rc~oi~~g, as is often 
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FIG. 4. Isoconcentration contours plotted for the micrograph in Fig. 3 showing the distribution of solute 
in reiation to the phase interface. 

1001 I I 1 I 
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FIG. 5. Plot of the gray level intensity data along an intercellular vector. Higher solute concentrations 
correspond to lower intensity values due to propositional attenuation of light transmitted through the 

specimen. 
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FIG. 6. Solute concentration profiles along vectors lying on 
the intercellular and intracellular midlines in the direction of 

interface growth. 

used synonymously). Supercooling is defined accord- 
ing to a number of different criteria, depending on the 
specific phenomenon to be studied. In general the 
supercooling may be considered as the deviation of 
the actual solid-liquid interface temperature from that 
ofpure soivent undergoing solidification with a planar 
interface; it consists of the summation of several 
different components, including capillary super- 
cooling, kinetic supercooling, and constitutional 
supercooling, as discussed by Trivedi et al. [12, 131. 
Thermal and compositional data from the present 
experiments will be combined to evaluate a number of 
esisting models that describe the interfacial behavior 
during solidification of binary melts. 

Capillary supercooling is defined in terms of the 
difYe:rencc between the equilibrium melting tem- 
perature of the substance, T,,,. and the freezing tem- 
perature of its curved interface, T,, as described by 
the Gibbs-Thompson equation [ 12, 141 

;K 
T, = T,,,-- 

P@S) 

where K is a dimensionless curvature, i.e. curvature 
multiplied by the radius of curvature of the interface, 
c the minimum radius of curvature at the advancing 

I I I v , 
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FIG;. 7. Solute concentration profiles along lateral vectors in 
the intercellular space between the basal plane and tip region 

normal to the direction of interface growth. 

interface tip, y the surface tension. and AS the entropy 
of fusion per unit volume. Measurement of curvature 
involves the use of procedures such as those adopted 
by Somboonsuk and Trivedi [I51 which are outside 
the scope of this work. For this reason, T, cannot be 
measured accurately by our methods. The value of 
curvature can, however, be approximated by l/R if 
the assumption of a spherical shape for the small ccl1 
tip region is made [12]. 

Kinetic supercooling is defined simply as the diffcr- 
ence between the equilibrium temperature of the inter- 
face, T,, as defined by equation (I), and the actual 
temperature of the interface, T,,. 

Constitutional supercooling is the difference be- 
tween the actual interface temperature, T,,. and the 
temperature equivalent of the interface concentration, 
SC rl&p,-minpd frnm the nhacp rliaoram fnr thr milt .+” “.,._ . . . . . _-_.. I._... . .._ Y....‘_ . . . ..*...... ..,. . . .._ .,,.,,. 

solution, T, 

AT = T,,- T,. (2) 

This temperature difference can also be used in lieu 
of the kinetic supercooling because these t\vo values 
converge when the capillary effects are negligible. 

Measurement at the microscopic scale of the 
J..___:_ .___^_^...__ __A __I..._ -_-^_-r_^r:_- C-l>- uyllallllc KmpCL~LuLC a,NJ ~“I”K c”IIcttllllau”r1 llC,ClS 
near the moving solid-liquid boundary yield data to 
describe the supercooling effects during freezing, and 
also lead to the prospect of testing the applicability of 
theories of interface morphology stability. 

Interjhce stabilit) 
The combined thermal and compositional exper- 

imental data acquired on the cryomicroscope stage 
may be subjected to analysis by various published 
methods, applied to understand and interpret phase 
interface stability. This data has been reduced and 
analyzed according to three classic theories, i.e. those 
of Mullins and Sekerka for a planar interface [l6-IS], 
of Trivedi for a dendrite tip [l3], and of Langer 
and Miiller-Krumbhaar for the product of interface 
growth rate and tip radius [19]. Although there exist 
more detailed and comprehensive stability models 
than the above that include the effects of morpho- 
logical anisotropy [20, 211, planar to denritic tran- 
sition criteria [22-251, selection of interface shape 
when a planar surface becomes unstable [26-291 and 
lateral growth phenomena [30, 311, it is the intention 
in the present analysis to subject this data to evalu- 
ation by the earlier and more simple models. Further 
detailed analyses will be presented subsequently. It is 
important to compare the actual experimental pro- 
tocols with the specific inherent to each of the stability 
models in order to obtain a meaningful interpretation 
nf the= ,wal~,stinn Y. 11.w _ . . ..“...&V.L. 

The Mullins and Sekerka (M-S) [l7] stability cri- 
terion for unidirectional solidification of a dilute 
binary alloy at constant interface velocity predicts that 
a planar phase front will be stable when 

i(ie, + 9,) + n,G,, < A (3) 
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FIG. 8. Quasiplallar phase intsrfxe nith :I small initial morphological instability 

where ‘2, and %, are generalized temperature gradients 

in the solid and liquid phases. respectively, as dctined 
by the relationship 

where ?Z5 and 9, are the actual Iatcrally nvcragcd tcm- 
perature gradients at the interface and k, and X-, the 
thermal conductivities in the solid and liquid phases, 
respectively: G,, is the solute concentration gradient 
I- .L- ..--tr. &I_. -,. _. -I-**~. ,‘-..‘J..- %I .j P.. .~ &a-. m tne meft ; fll ine slope 01 one ~rqutuus tmt irow me 

equilibrium phase diagram; and /; a stab&t> par- 
ameter which always has a value less than the pro- 
duct of tilGh [IS]. The ratio of the equilibrium con- 
centration of solute on the solid side of the interface 
to that on the liquid side is the sotutc partition 
coefficient. K. In the case of aqueous solutions for 
which K equals zero, solute is excluded from the solid 
phase, and the siabiiiij parameter. /;. aiso goes to 
zero. 

Figure 8 shows an example of an interface that 
is essentiatly planar, taken in sequence during the 
experiment. Figures 9 and IO. taken further into the 
experiment. depict respectively a planar interface at 
the onset of instability and after an unstable mor- 
phology has become established. Appropriate par- 
ameter values from the experimental data for these 
three micrographs, including the temperature gradi- 
ents in the solid and liquid phase and the con- 
centration gradient at the interface. were substituted 
into equation (3) to calculate corresponding values of 
the M-S criterion. The results of these computations 
are present in Table 1. As the apparent tcndcncy 
tou;ard instability increases progressively in the 
sequence of micrographs in Figs. S--IO. the sum of 

the two terms in equation (3) likewise also increases. 
Figure 8 nominally satisfies the M-S stability cri- 
terion. indicative of the phase front having approxi- 
matcly planar morphology. Figure 9 sho\vs a notice- 
able pcrturb~ltion from pl~ln~~rity. and Fig. IO is obvi- 
ousiy highly unstable. which are in agreement with 
the large vulurs of equation (3). Although the esper- 
imentat conditions do not exactly match the assump- 
tion of constant interface velocity on which the M-S 
criterion is based. there is nonetheless a clear quan- 
titative agreement between the theory and experiment. 

Langer and ~l~llcr-~runibhaar (L-YIK) have pre- 
sented a theory of dcndritic growth in which the 
boundat-) velocity and geometry of a free dendrite is 
governed b>, a stability criterion [13. 32. 333. It is 
assumed that either ;I thermal or a chemical diffusion 
process controls the growth process. and that trans- 
port of mass and heat in the solid phase are negligible. 
Stability of the interface is described in terms of two 
dimcnsionlcss paramctcrs. defined as follows. The 
P&let number is 

.-If’ = ,’ 
f 

tvhere p is the tip radius of curvature; / a diffusion 
length for either solute or heat transport. given by 

(5) 

where D, is the chemical (solute) dilTusion coefficient, 
3, the thermal diKusivity. and I: the interface velocity. 

A stability paramctcr. cr. is defined as 

/Cl, 
ri=? (6) 

P- 



where tl,, is a capillary distance for either thermal or the equilibrium concentration of the solution at the 

chemical phenomena phase intcrfacc : AC the supersaturation : RR the Boltz- 

;‘t c, mann constant: and L the latent heat of fusion per 
4, = cr\CZ,_r,,, (7) unit volume. T,,, is dctined for use in equation ( I) and 

;,T,, 
ATis detined for use in equation (2). 

4, = --~~~- -~ The M-S stability criterion can also be espressed 
LtAT) 

(8) 
[l9]. in terms of the shortest wavelength of a per- 

where ; is surface tension : L the atomic volume: C, turbation. i. that would cause a plane interface mov- 

FIG. IO. Boundary morph&g> uf an unstable solid-liquid phase intert’acc. 
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Table 1, Mullins Sekrka interface stability criteria parameters from equation (3) for the thermal and compo~rtion data ot 
the micrographs in Figs. 8-10 

.__- 
Fig. G, GL ?I3 (4, -($.+‘QZ I,, G” Sum 
NO. ( Ccm-‘) (-C cm-‘) (‘C cm- ‘) (-Ccm-‘) ’ (-Ccm-‘) ( C (wt?G)-‘1 (wt% cm- ) (Ccm-‘) 

8 31.27 29.40 49.17 12.56 - 30.86 0.278 I20 2.50 
9 ?J.SZ 30.79 54.77 13.15 -33.96 0.298 190 21.66 

10 3s.19 32.66 60.06 13.95 37.00 0.311 270 46.90 

ing at velocity P’, to become unstable. This is expressed 
as the dimensionless ratio 

With the stability criterion of the form L E p, given 
by L-MK [19. 33). equation (6) becomes 

2 Dd, 

(i=%i=O* 
(10) 

vvhcrc L-MK find that the constant of z 0.025 is the 
approximate operating point for stable growth of a 
dendrite. Although the evaluation of cr* remains 
uncertain within approximately 20%. equation (10) 
should provide a general description for the growth 
velocity of dendrites irrespective of the system or 
material. 

The values of o* were calculated for 17 cases of 
steady and non-steady cellular interfaces, based on 
the physical properties of this experimental system as 
given in ref. [I] and do not agree with the given value 
of o* in equation (IO). In fact they are several orders 
of magnitude larger than 0.025. One possible cause 
might be the fact that the value of I/R was used for 
the radius of curvature. R is the tip radius of a dendrite 
approximated by a circle. Another possible reason is 
the procedure for measurement of velocity, which for 
the experimental verification of the above mentioned 
theory, was carried out with supercooled liquid in a 
capillary tube. 

The sensitivity of the calculation for o* to the value 
of radius ofcurvature, and the fact that thecalculation 
of this value as cited in the literature is somewhat 
subjective should also be considered. The lack of 
agreement between the model and the present exper- 
imental data may be attributable in part to the limiting 
assumptions employed by Langer and Miiller-Krumb- 
haar [ 191. The L-MK value of o* was obtained from 
a calculation in which the heat flow in the solid was 
neglected completely and was based on experiments 
for the solidification of succinonitrile. for which the 
thermal diffusivity of the solid and liquid phases are 
roughly equal. This is far from the case of aqueous 
solutions. 

Bower er cl/.. demonstrated that the supercooling, 
AT. at a dendrite tip could be described by the simple 
relationship [3J] 

GD, I 

k’(AT) 
(11) 

where V is the interface velocity and D, the solute 
diffusion coefficient in the liquid. This expression is 
valid only under the conditions of large G, and small 
V, and neglects lateral diffusion of solute in the region 
of the dendrite that gives rise to the criterion for 
establishing an appropriate tip radius. 

Trivedi has subsequently developed a stability 
theory of dcndritic interface growth which does 
account for the combined effects of both the heat 
and mass transfer [13]. A criterion is presented based 
on relative dilTusion lengths for heat and mass trans- 
port and interface geometry to identify the conditions 
for which the dendrite tip is stable so that it can grow 
at a steady rate. In the limiting case of a planar inter- 
face, the stability condition for this analysis becomes 

W, -- = I. 
4AT,,) 

For the system under consideration (an aqueous 
salt solution), as the freezing front moves it can be 
assumed that all of the solute is rejected from the 
solid phase. Thus, the partition coefficient x = 0. This 
means that the solvent liquidus line of the phase dia- 
gram is vertical and AT,,, which is the freezing range of 
the solution for a specific composition. is not defined 
for aqueous solutions. Consequently. this criterion is 
not applicable directly to the present system. Trivedi 
also confirms the agreement between his experimental 
results and the L-MK value of cr*. but his analysis 
was also carried out on the same chemical system 
(succinonitrile). 

Comparison of C and T data Gtll theoretical models 
The results of thermal and concentration analyses 

are compared with the Trivedi model [ 131 for cellular 
dendritic tip temperature and concentration. as given 
in the following relations. Trivedi’s analytic result for 
tip concentration obtained as a function of various 
length scales of the process 

4C,-C,) 
C,(I -4 = (I-$?LJ 



and it is extended to the tip temperature using the 
relationship 

AT h.(C!-C,) 

eZ C,(l -k’) 

In equation (I 3) d and 3 are ratios of phenom- 
enological dimensions identified at the growing inter- 
face for solute diffusion, F,. defined in equation (5). 
and two new dimensions : heat diffusion. /,,. and capil- 
larity length, fc 

(15) 

Thus 

p, = ;’ 
K(AS)(ATJ ’ (16) 

&= 71.’ I< 

2h-(AWA T,) /, 
(17) 

(18) 

where G,r is an effective temperature gradient at the 
interface defined as 

GLr = 

I(,G,N(b)+X-,G,M(.P) 

k, N(Y) + k, M(.Y) (19) 

and M and N are functions of the P&let number 

(20) 

(21) 

where 4 is the Ivantsov function 

4 = B exp (b)&(p) 

and E, is the exponential integral 

c 

L :. 

E,(5) = &d<‘. 
c i 

(22) 

(23) 

As mentioned in the previous section, K = 0, so that 
AT, goes to zero and the criterion defined in equation 
(14) is not applicable in the present format. However, 
based on the definition of AT’,, [13]. it is possible to 
write 

AT, = WC, (k.-1) 
K 

or riAT, = &‘,(K- 1). 

(24) 

Therefore, as x -* 0, the product h.ALTO has a finite 
value 

KATZ = /,rC, (25) 

The term KAT,, is replaced by WC, in all the equa- 
tions and, from the phase diagram, KAC~ may also be 
set equivalent to C,. Equations (13), (14) and (25) 
are combined to yield 

(‘6) 

Equations (13) and (26) were applied to compute 
the solute concentrations and the tip temperatures for 
12 different states during a freezing trial and were 
compared with the corresponding measured tem- 
peratures and concentrations. Values of the thermal 
diffusivity and heat conductivity for the solid and 
liquid phases, as well as the heat capacity. latent heat, 
surface free energy. the coefficient of mass diffusivity. 
and other relevant physical properties applied in this 
analysis are given in ref. [I]. In performing the com- 
putations it was not fully apparent from Trivedi [ 13) 
which values of the liquidus curve M and the far-field 
solute concentration C, vvere appropriate to use in the 
equations. Also, the value of the cffcctive temperature 
gradient at the interface. G,, which occurs in equation 
(l8), is determined from equation (19). Here. G, and 
G, are defined as far-field temperature gradients in 
the liquid and solid phases, respectively, although the 
meaning of far held is not defined explicitly- in the 
original work [13]. An important consideration in 
evaluating the experimental data for comparison with 
the model stability criterion is that for a system of 
finite dimensions, such as the microscope freezing 
stage, C, may change aith time as there is an accumu- 
lation of solute over a range comparable with the 
length of the stage along the direction of interface 
movement. 

Two options were considered for evaluating the 
value of the liquidus curve slope, M. In one case, the 
curve was approximated by a line with constant slope 
over the entire concentration range from pure water 
to eutectic solution. Alternatively, the slope vvas deter- 
mined from phase diagram data [5] at the initial solute 
concentration, which should nominally be equal to 
the far-field value. Accordingly, the local slope of the 
liquidus curve at a concentration of 2.16 vvt% is 
-0.249 K (wt%)-‘. in comparison with -0.383 K 
(wt%)- ’ if the curve is approximated by a linear 
function over the entire range of solute concentrations 
from zero to the eutectic. 

Given these options for computing the interface 
parameters for the Trivedi model, four different 
approaches were investigated and compared with the 
experimental data. Combinations of the two values of 
no identified above with two values of C, were applied 
to the model. C, was determined either as the initial 
isotonic value prior to the start of freezing or from a 
local measurement at the far edge of the field of view 
in the microscope, which was about 100 pm from 
the forward boundary of the interface. The interface 
concentration and temperature values obtained by 
these calculations are presented in Table 2. 

Comparison of the solute concentrations from the 
model and the data and the data temperatures with 
the model temperatures show that considerably better 
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agreement is produced b> basing the calcuI;Lti~~rw or: 

the solute conccntratian e~~lluatc’d JI ;I distant poc- 

ition uithin the microscopic tield 0;. ~ISN r;ithcr tha:: 

the initial homogeneous solution composition prior 

to the initiation of freezing. The ch&c of the best 

value ofthe liquidus curve slope is not so obvious. kind 

the calculations are not ;1s sensiti\e to this parameter. 

Thermal and solute concentration ticlds at the inter- 

fxc intcrxt to drtrrminc. Hione \iith the r;itc ot 

boundary mobcmcnt. the shape of‘ the solid-liquid 

intcrfxc. The rnorphoiopics xc cktssificd by the 

categories of pl;mar. cellular and dendritic with 

incrcnsing degrees of geometric complssity. Although 

there ;tre numerous ;tnttl!ses that describe the prowrh 

of the solid phase in ;I steady state l\ith one of the 

characteristic intcrfxr shapes. 21s Jexribcd abovc. 

there is a paucily of thcorics to dcscribc the evolution 

from one morphological domGn to ,inothcr. The self 

organization of ;in intcrklcc into a specific pattern is 

B difficult problem 01‘ grtat current interest [26-291. 

Although the purpose of the present srudy \\;Is not 10 

acquire d:ita describing rhe morpholi>gical twnsitions 

during soliditication proccsscs, the sxpcrimcntal tri;lls 

have ;itTordcd ;I limited perspectiir an the conditions 

requisite to the development of new mterfuce shapes. 

A ch:ir;tcteristic of the transition to ,I more complcs 

intcrfxial geometry i> the dcxlopnxnt of a periodic 

pattern of instabilit>. \\ hich Mill eventually issue rn a 

stable cellul;ir or dcndritic shape. The periodicity of 

the de\cloping pattern is manili,l4 into an intcr- 

cellular of intcrdcndritic spacing. or \vavelcngth. i. 

When a planar interfxc bxomcs ur,stabtc, it ;\jsumcs 

undulatory gcomctrq. and. eventualI> is transformed 

into 3 cellular interfilcc. LVhcn ;i cellular intcrfxr 

becomes unstable. it first becomes undulator! ilt the 

sides and side bwnching st:lrts and e\:ntu;lll! is trans- 

formed into ;1 dendritic intcrfxe. 

Biliia cur 01. 1291 h;l\c pressnted .I model for the 

degree of melt supersaturation xt ;i cellular or dcn- 

dritic tip in terms of thermal. chemi4 and geometric 

parameters. including the pcriodicit!. i ofthc structure 

This model is based on the assumpt!on of uniform 

thermal conductivities in the solid 2nd liquid phases 

and negligible latent heat. Hnd it indicates 3 pro- 

portional relationship bewren ths rip radius of cur- 

vature. ~1. and the spacing dimcnsior.. ;.. AlternativeI\‘. 

Flemings [37] has prssrtntcd ;I simfiified expression 

derived from the work of Rohatgi 2nd Adams [3X]. 

based on neglipiblc supercooling in :he intercellular 

region. rclxtine the wmi three caisgoriec of param- 
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FIG. I I. A simplified geometry of the lateral solute diffusion 

pattern in the intercellular region. 

eters to the spacing between adjacent cellular or 
dendritic structures 

GVi’ 

A” = - 2~0, 

where AC, is the lateral concentration differential in 
the intercellular region. The geometry of the system 
as related to lateral diffusion gradients is depicted 
in Fig. I I. The cell spacing i. is proportional to the 
reciprocal of the product of the temperature gradient 
and the growth velocity, (CV)-’ ‘. Figure I2 shows 
data for (GP’)- ’ and i for eight selected states repre- 
senting a variety of interface conditions. 

The magnitude of cell spacing will adjust by side 
branching to reduce the degree of constitutional 
supercooling in the melt, giving rise lo secondary 
growth patterns along a vector that is nominally 
orthogonal to the primary direction of temperature 
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FIG. I?. Experimental values of intercellular spacing 
measured for a spectrum of local cooling rates, as defined by 

equation (2X). 

gradient and interface movement. This phenomenon 
can be described crudely in terms of solute diffusion 
in the intercellular melt region. A simplified geometry 
for this process is shown in Fig. 1 I. Diffusion of solute 
along the y-axis is described by 

It is convenient to nondimensionalize this equation 
according to the following format: 

C’ 
r = t- 

A 

C 
‘% = - 

C, 

(30) 

(31) 

FIG. 13. The onset of side branching from a cellular interface under conditions for which the cell spacing 
is about one half the mixing length defined in equation (33). 
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ETUDE MICROSCOPIQUE DU TRANSFERT COUPLE DE CHALEUR ET DE MASSE PENDANT 
LA SOLIDIFICATION UNIDIRECTIONNELLE DE SOLUTIONS BINAIRES-II. ANALYSE DU 

TRANSFERT DE MASSE 

R&urn&-Une etude experimentale du transfert couple de chaleur et de masse est conduite pour la 
solidification unidirectionnelle d’une solution binaire avec exclusion de solute. On rapporte les mesures a 
l%chelle microscopique du champ bidimensionnel de concentration en solute pour un protocole de gel 
qui conduit a une morphologie d’interface de phase cellulaire uniforme. L’analyse densitometrique est 
utilis&e pour &valuer les profils spatio-temporels de concentration de solute, B la fois pour l’espace inter- 
cellulaire et 21 l’interface mobile liquide-solide suivant les vecteurs avant et lattraux. En relation avec des 
mesures simultan&es du champ de temperature p&sent&es dans un autre texte, on &value I’importance du 
sous-refroidissement constitutionnel et on compare avec des modtles de stabiliti d’interface disponibles 

dans la bibliographie courante. 

MIKROSKOPISCHE UNTERSUCHUNG DES GEKOPPELTEN WARME- UND 
STOFFTRANSPORTS BE1 DER GERICHTETEN ERSTARRUNG BINARER 

LGSUNGEN-II. UNTERSUCHUNG DES STOFFTRANSPORTS 

Zusammenfaasung-Der gekoppelte W&me- und Stofftransport bei der gerichteten Erstarrung einer 
bin5ren Liisung wird experimentell untersucht. Diese Abhandlung betichtet iiber Messungen des zwei- 
dimensionalen Konxentrationsfeldes der Liisung im mikroskopischen Ma&tab fib einen Erstar- 
rungsvorgang, bei dem sich eine Zellstruktur mit gleichmiiBigen Phasengrenzen ergibt. Unter Verwendung 
densitometrischer Verfahren werden riiumliche und zeitliche Konzentrationsprofile bestimmt, und xwar 
ftir den Zellenzwischenraum und fiir das Gebiet vor der vorrijckenden fltissig-festen Phasengrenze. Zu- 
sammen mit dem gleichzeitig gemessenen Temperaturfeld, tiber das in einer xweiten Arbeit berichtet wird, 
wird die Unterkiihlung abgeschetzt und mit den in der zuglnglichen Literatur vorhandenen Modellen fiir 

die GrenxIIBchenstabilitt verglichen. 

MHKPOCKOTIHYECKOE UCCJI~OBAHME CBXUHHOl-0 TEXIJIO- H 
MACCOl-IEPEHOCA B llPOt&ECCE HAl’IPABJIEHHOrO 3ATBEPJ@BAHkU BHHAPHbIX 

PA=POILII. AH-Pi3 MACCOIIEPEHOCA 

_BU pewnymeii mane 3xcnepm~ ~0 mnenonan CD- muno- if ~acconepemc 
B apowxe ~anpa~#~~oro xxnqmew 6mxaptloro pacrsopa 6e3 ywra no~e~eim pamBopeworo 

- B namoL pa6cm npemaane~ mwpeu~r B mxpoc~ommc~o~ ~acuimk aaympi~oro 
rtonn rowempaum pamopc~oro mwcrea npu aimme apo=~om Ha ~CIIOBC ness- 
cmomrpmecxoro almlma B opoqmmwm H npearewbu toopaHHam ouemmawrc n ItoEIwm- 
pamoiime op@iuni pamopcmoro ~~B&~3-f4~~y~pa3nena~1i1~0ii~ 
TBepAOii &3. Hapmy c OA~o~pexe- E3MepemuMe mmqwypnoro uoJl& llpc$&TB B 

wemuwe* craw onpenuucrcl nepeoxnaraemr e chaq conocraB~~e~oe c peaynbTa-rakm Moneneit 
Mext~HOi ycloibmBocIn. 0rmcanHbtx B cC@B~MeIXEOii JllfEp&Type. 


